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Abstract. Feature modeling is a common framework for software de-
sign. A feature model is a graphical structure presenting a hierarchical
decomposition of features, called a feature diagram, with some possi-
ble crosscutting constraints between them. Feature modeling languages
are grouped into basic and cardinality-based feature models. Cardinality-
based feature models subsume basic ones. In this paper, we provide a
reduction process, which allows us to go from a cardinality-based feature
diagram to an appropriate regular expression such that the expression
faithfully captures the semantics of the feature diagram. As for CCs, we
propose a formal language interpretation of them. In this way, we provide
a formal language-based semantics for cardinality-based feature models.
Accordingly, we describe a computational hierarchy of feature models,
which guides us in how feature models can be constructively analyzed.
We also characterize some existing analysis operations over feature mod-
els in terms of on languages and discuss the corresponding decidability
problems.

1 Introduction

Product line engineering [30] is a well-known industrial approach to software
design. A product is a set of features, where “a feature is a system property
that is relevant to some stakeholders and is used to capture commonalities or
discriminate among systems in a family” [8]. A product line (PL) is a set of
products that share some common features. The main advantage of this approach
to software production is a reduction in cost and development time, since, instead
of producing a single product, a set of similar products are produced [19, 30].
Feature modeling is the most common approach for modeling the commonali-
ties and variabilities in a PL. A feature model (FM) is a graphical structure pre-
senting a hierarchical decomposition of features, called a feature diagram (FD),
with some possible crosscutting constraints (CCs) between them. There are many
feature modeling languages, which are grouped into basic and cardinality-based



FMs. We describe the feature modeling languages using a small part of the
student awards system at McMaster University.

Fig. 1(a) is a basic FD of the system. It is a tree of features, where the
edges exhibit the relationships between features. An edge with a black bullet
shows a mandatory feature: every application must include a ref (reference), and
the hollow-ended one shows an optional feature: an application can optionally
be equipped with citizen (confirming that the applicant is a citizen). These two
types of edges (mandatory and optional) are called solitary, while other edges
are grouped into two groups: OR (the black angle) and XOR, (the hollow angle).
The XOR group {NSERC, GB, IE} shows that the student can apply for at most
one and only one of the awards NSERC (Natural Sciences and Engineering Re-
search Council), GB (Graham Bell Scholarship) and IE (International Excellence
Award). The OR group {markA, publication} indicates that to apply for the IE
award, the student must have either a markA, or a publication, or both in his
record.

application application

ref NSERC GB IE Citizen

ref NSERC GB IE Citizen (L% ©. 1)
/‘\ (1,2)

- markA Publication
markA Publication 2, % (1, %)

(a) (b)
Fig. 1: (a) a basic FD (b) a cardinality-based FD

The set of valid products of a basic FD can be translated into a propositional
logic formula generated over the set of features [26]. For our example, the corre-
sponding formula would be the conjunction of the root feature (application) and
“ref <» application”, “citizen — application”, “NSERC V GB V IE <+ application”,
“NSERC A GB — 17, “NSERCAIE — 17, “IEA GB — 17, and “markA Vv
publication +» IE”. In this sense, any logical formula can be seen as a CC [10].
Let us have ccq: “citizen — —IE” and ccy: “NSERC vV GB — citizen” as the
CCs stating that a “citizen student cannot apply for the IE award” and “one of
the requirements for the NSERC and GB awards is to be a citizen”, respectively.
ccy and cco are called an exclusive and an inclusive CC, respectively. This FM
represents the six valid products {application, NSERC, citizen, ref}, {application,
GB, citizen, ref}, {application, IE, markA, ref}, {application, markA, publication,
ref}, and {application, IE, publication, ref}. The set of all products of a given FM
is called the product line of the FM and is denoted by PL(M).



Suppose that we need to specify some requirements regarding the number of
feature instances. For example, consider the following requirements: (i) There
is no upper bound on the number of instances of the features ref, markA, and
publication. (ii) If the student applies for the IE award by providing A-marks,
the number of markA in his/her record must be more than two. Clearly, basic
FMs like in Fig. 1(a) cannot model such requirements, since they do not manage
the number of instances. To address such system requirements, Czarnecki et al.
proposed cardinality-based FMs (CFMs) [7-9], where UML-like multiplicities,
called cardinalities, are used in place of traditional edge types. The FD of a
CFM (cardinality-based FD, abbreviated to CFD) is a labeled tree of features.
There are two types of cardinalities: feature and group cardinalities. Fig. 1(b)
provides a CFD for the awards system including the requirements (i) and (ii).
The group cardinalities (1,1) and (1,2) model XOR and OR groups in terms of
cardinalities. The feature cardinality (0, 1) on citizen models its optional presence
in an application. The feature cardinalities (1,%) on ref and publication, (2, )
on markA together satisfy the requirements (i) and (ii). If no cardinality was
specified on a node then the cardinality (1,1) is assumed: the cardinalities on
features NSERC, GB and IE are (1,1).

CCs in a CFM can refer to feature instances. Take, for example, the con-
straint: ccz: “The number of instances of ref must be even”. A product of a
CFM is a multi-set of features satisfying the constraints. For an example, the
multi-set {application, IE, markA?, ref4} is a product of this model. Note that the
PL of this model is an infinite set. Obviously, CFMs subsume basic FMs [8].

The common understanding of the semantics of an FM in the literature is
its PL [34]. This semantics does not capture all essential and practically impor-
tant information of FMs. This is mainly because an FM provides a hierarchical
structure for features, which is forgotten in its PL [15, 35]. For a very simple
example, consider two FMs M (a is the root and b is the only mandatory child
of a) and My (b is the root and « is the only mandatory child of b). My and My
represent the same PL consisting of the only product {a,b}, but their hierarchi-
cal structures are different. Capturing hierarchical structure of FMs is important
for several analysis operations over FMs [4], e.g., for finding the least common
ancestor (LCA) of a given set of features [27].

In [15], in order to adequately represent the hierarchical structure of basic
FMs semantically, we introduced a Kripke semantics for basic FMs, and showed
that basic feature modeling is a branch of behavioral modeling, which needs a
modal rather than Boolean logic. In the present paper, we invoke formal language
(FL) theory to approach building a semantics for cardinality-based feature mod-
eling, which is a more challenging area of feature modeling. This method allows
us to approach FM problems by translating them into FL-theory problems that
could be managed by well-elaborated FL-theory methods and tools. Indeed, we
provide an FL interpretation Ly for a given FM M. To consider Ly as a faithful
semantics for the FM, £y must satisfy the following two fundamental properties:

P-1 “The multi-set interpretation of Ly is equal to PL(M)”.



P-2 “Ly preserves the hierarchical structure of M”.

The meaning of P-1 is clear. P-2 says that the hierarchical structure of M
can be extracted from Ly. This property is formalized in Definition 21. Later
we will show that our FL semantics does satisfy these two requirements, see
Theorem 2 and Theorem 1.

Industrial FMs may have thousands of features, and their PLs can be com-
plex [26]. Hence, analysis operations on FMs need automated support. Several
approaches, such as propositional logic- and constraint programming (CP)-based
approaches, have been proposed for automated analysis of basic FMs. In these
methods, a given FM is translated into logical formulas or CP and then off-the-
shelf tools such as SAT solvers are used for reasoning about the FM. However,
these approaches have the following deficinecies: (i) They take into account only
the PL of FMs and do not capture their hierarchical structures. Due to this
deficiency, some operations, say LCA, cannot be implemented in these methods;
(ii) These approaches cannot support CFMs, since such FMs cannot be encoded
into propositional logic or CP. Our proposed FL-based framework covers such
deficiencies. In this paper, we also show that not all of the proposed analysis
operations are decidable when applied to all kinds of FMs.

The plan for this paper is as follows. Sect. 2 provides a background on FL
theory and some preliminary definitions. In Sect. 3, we provide a formal syntax
for CFDs and a formal definition of their valid products. In Sect. 4, we describe
an important generalization of CFDs, called cardinality-based regular expression
diagrams (CRDs) in which labelling of nodes can be any regular expressions built
over an alphabet. Then we show how to translate CRDs to regular expressions.
Also, we prove that the regular expression generated in this way for a given CFD
satisfies P-1 and P-2. In Sect. 5, we show how to interperet CCs in FL and then
give a definition of CFMs (CFDs + CCs). In Sect. 6, we introduce some analysis
operations and investigate their decidability problems. Related work is discussed
in Sect. 8. Sect. 9 discusses the conclusions. Finally, we discuss some important
open problems/future work in Sect. 10.

Below we present the notations used throughout the paper. Some further
notations are introduced where they are used.

Notation.

|A] denotes the cardinality of a set A.

— The notation f|4 means the restriction of the function f to a subdomain A.
— N denotes the set of natural numbers.

For a given set X = {x1,..., 2, CN: 4+ X =21 + ... + z,.

2 Background on Formal Languages

In this section, we provide a concise background on some materials in the for-
mal language theory, which are used in the current paper. Some further con-
cepts/results on the FL theory are introduced where they are used. For more



comprehensive background, we refer the interested reader to some standard text-
books such as Linz [25], Davis [11], Kozen [23], Hopcroft [21], and Cooper [6].

Let us, first, fix the alphabet (set of symbols) and denote it by X. X* denotes
the set of all finite words (sequences of instances of symbols) built over X. Any
subset of X* is called a language. According to their computational properties,
the languages are grouped into several kinds. The most well-known are regular,
context-free, context-sensitive, recursive, and recursively enumerable languages.
Note that, according to Turing thesis, we consider algorithms and Turing ma-
chines equivalent.

Recursively Enumerable Languages. A language L is called a recursively
enumerable language (a.k.a. semi-computable, semi-decidable, computably enu-
merable) if there exists an algorithm (Turing machine) accepting the language.
In other words, there is an algorithm such that it halts (terminates) for any
given element (word) in £ and outputs a symbol indicating that the input is in
L. Note that there is no guarantee that the algorithm halts for any given words
(those that are not in the language).

Recursive Languages. A language L is called recursive (a.k.a. computable,
decidable) if there exists an algorithm such that for any given word the algo-
rithm halts and decides whether it is in the language or not.

Context-Sensitive Languages. A language is called context-sensitive if
there exists an algorithm written in a monotonic (equivalently context-sensitive)
grammar. A grammar is monotonic if all of whose productions are in the form of
I' — O, where I' and © are strings generated over terminals and non-terminals,
such that © is not shorter than I".

Context-free Languages. A language is called context-free if it can be
generated by some context-free grammars. A grammar is context-free if all of its
productions are in the form of V' — ©, where V is a non-terminal symbol and @
is a string of terminals and non-terminals. In an equivalent way, we could define
context-free languages by using push-down automata ' [25].

Regular Languages. A language is regular if and only if it can be expressed
by some regular expressions, regular grammars, or finite automata.
Regular expressions are defined according to the following BNF:

Reg =@ | e | o (for any o0 € X)) | Reg + Reg | Reg.Reg | Reg* | (Reg).

The expressions &, ¢, o (for any o € X) are often called primitive regular
expressions.

! Since we do not use push-down automata in this paper, we do not go into the detail
definition of such automata.



Languages associated to reqular expressions (Semantics): The language as-
sociated to a regular expression Reg is denoted by L(Reg) and defined in an
inductive way as follows:

L(2) =

L(e) = {8}

L(c) = {e}, for any o € X,

L(Reg1 + Regs) = E(Regl) U L(Regs),
L(Reg*) = (L(Reg))",

L((Reg)) = L(Reg),

L(Regi.Regs) = L(Reg1).L(Rega).

Finite Automata. A finite automaton is a tuple (S,T, F,I) where S is a
finite set of states, T: S x (¥ Ue) — 29 is a transition function, F' C S is a set
of final states, and I C S is a set of initial states. The transition relation can be
extended to T : S x X* — 2° to deal with strings rather than a single symbol.
T*(s,w) = S’ means that starting the state s and visiting the word w, S’ is the
set of all possible states that the automaton may be in.

Languages associated to finite automata: Let Aut = (S, T, F,I) be a finite
automaton. The language associated to Aut is denoted by L(Aut) and is equal
to{we X*:Jiel, T*(i,w)NF # o},

Transition graphs are used to represent finite automata. Fig. 2 represents an
automaton for the language {w € {a, b}* : the number of instances of a is even}.
The initial state is identified by an incoming unlabelled arrow not originating at
any state. The final states are drawn with double circles.

b

6
a
oY
Fig.2: A transition graph for {w € {a,b}* : #,(a) is even}

Regular Grammars. A regular grammar is either a right or left reqular
grammar. The productions of a right (left, respectively) regular grammar must
be in one of the following forms: V' — ¢ (the same, respect.), V' — o (the same
respect.), V. — oV’ (V — V'o, respect.), where o is a terminal and V,V’ are
non-terminals.

We also need to know the concept of bounded reqular language:
Bounded Regular Languages. We say a regular language £ is a bounded

regular language, if there are n words wy, ..., w, € X* suchthat £; Cw} ... w;.

Fig. 3 presents a containment hierarchy of formal languages: Regular C
Context-free C Context-sensitive C Recursive C Recursively enumerable (r.e.)



Recursively Enumerable

Context-sensitive

Context-free

Regular

Fig.3: A containment hierarchy of formal languages

Some Computational Properties.
The following properties of formal languages are used throughout the paper:

Closure: Regular Languages. The class of regular languages is closed under
the set operations union, intersection, complement, relative complement.
It is also closed under the language operations Kleene star, concatena-
tion, and reversal: Let £ be a formal language. Its reverse is denoted
by L7 and defined as follows. £ = {w® : w € £} (w® is the reverse
sequence of the sequence w).

Context-free Languages. The class of context-free languages is closed un-
der the set operations union, but is not closed under intersection, comple-
ment and relative complement operations. It is also closed under Kleene
star, reversal, and concatenation. This class is also closed under inter-
section with any regular languages.

Context-sensitive Languages. The class of context-sensitive languages is
closed under intersection, union, complement, relative complement, and
Kleene star. However, it is not closed under other operations. This class
is also closed under intersection with any regular languages.

Decidability: Note that all recursive languages (including regular, context-free,
and context-sensitive languages) are decidable. Below, we state some other
decidability results that are used in the paper.

Emptiness Problem. The problem is that for a given language L,
L = & decidable?”

The emptiness problem is decidable in both classes of regular and context-
free languages. However, it is not decidable in the class of context-
sensitive languages.

Equality Problem. Given two languages £, £, the problem is to decide

whether the question “L= L?”’ is decidable or not.
The equality problem is decidable in the class of regular languages, but
it is not decidable in other classes of formal languages. However, if one
of the given languages is a bounded regular and the other is context-free,
then the equality problem would be still decidable.

LLiS



Inclusion Problem. Given two languages £, £, the question is to decide
whether “L C L7 is decidable or not?
The inclusion problem is decidable in the class of regular languages,
but it is not decidable in the class of other classes of formal languages.
However, if £ is context-free and £’ is regular, then the above problem
would be still decidable.

In the following, we introduce some notations that are used in the subsequent
section.

Notations.

— For any REs Reg (languages L, respectively), X (Reg) (X (L), respectively)
denotes the alphabet which Reg (L, respectively) is built on.

— Let RE(XY) denote the class of all regular expressions built over X.

— Let Gra, Reg and Aut be a formal grammar, regular expression and au-
tomaton over an alphabet X' respectively.

e Then L(Gra), L(Reg), L(Aut) denote their corresponding languages, re-
spectively.

e Let X’ be another alphabet with a bijection f : X' — X’. Then Reg|f]
(Gra[f] and Aut[f], respectively) is a regular expression (grammar, au-
tomaton, respectively) built over X’ using Reg (Gra and Aut, respec-
tively) by substituting any element o € X with f(o).

— The multi-set interpretation (Parikh’s image) of a word w (a formal language
L, respectively) is denoted by wP* (L£P28 respectively).

— U, denotes the set of elements included in a word (or multi-set) w.

— #4(0) denotes the number of instances (occurrences) of ¢ in a word (or
multi-set) w.

— For a given word w, we consider a partial order C,, C U,, x U, defined as
follows: Vo,0’ € Uy, o C, o iff any instance of ¢’ is preceded by some
instances of ¢ in w.

— For two words w and w’, the notation w <gq w’ is used to denote that w is
a subsequence of w’.

— To make the regular expressions more readable, we use iterations rather than
recursion, to express repetition, e.g., to show n repetition of a letter f, we
use the notation f".

We will also need the following definitions:

Definition 1 (Substitution of a letter with a language). Let £ and L'
be two languages and o € X (L). The Substitution of o with £’ is a language
denoted by Lo —1, L] and equal to: {w € L : 0 & w} | {ww'w” : (wow” €
LYN(w e L)} O

Notation. Let X’ = {01,...,0%} be a subset of X and sub be a function, which
maps each letter o; of X' to an FL L;. We write L][o 1, sub(o) : Vo € X’] to
mean Loy =1, L1]... [0k —1 Lkl



Definition 2 (Substitution of a letter with an expression). Let £ and &’
be two regular expressions and o € X(E). The Substitution of o with & is a
reqular expression denoted by E[o —g E'] and specified as follows: any instance
of o in & is replaced by E'. O

Notation. Let X’ = {o1,...,0,} be a subset of ¥(€) and sub be a function,
which maps each letter o; of X’ to an RE &;. We write [0 —g sub(o) : Vo € X
to mean &[0y —g &1]... [0k —E &k

Definition 3 (Substitution of a symbol with an language). Let £ and L'
be two languages and o € X(L). The Substitution of o with £’ is a language
denoted by Lo —1, L'] and specified as follows: any instance of o in L is replaced
by L. O

Notation. Let X’ = {01,...,01} be a subset of X(£) and sub be a function,
which maps each letter o; of X’ to an RE &,;. We write [0 —g sub(o) : Vo € X
to mean E[oy —g &1 ... [or —E k-

3 CFDs: Formal Definitions

We use the CFD in Fig. 4 as an example to illustrate the definitions. The feature
label of each node is represented in parenthesis next to the node and G denotes
the grouped nodes {e, f, g }.

a(f)

026, N o
b (f,) c(f) .

G

)

d(fy) e(f,) f(f) g(f)
(3,5) (1,1) (1,2) (1,2)

Fig.4: A CFD

To formalize the syntax of CFDs, we will first need the following notion.

Definition 4 (Cardinalities).

(i) The cardinality-set is the set € = {(k, m) € Nx(Nu{x}) : (k <. m)A(m #
0)}, where <,: (NW {x}) x (NW {x}) is a reflexive transitive relation defined as
follows: Vk,m e N, k<, m iff k <m and Vk € N, k <, *.

(i) An element ¢ = (k,m) € € is called a cardinality. We call k and m
the lower-bound, denoted by low(c), and upper-bound, denoted by up(c), of ¢,
respectively.



(ii) A subset C C € is called a cardinality interval if there ewists I =
{1,...,n} C N such that C = {(k;,m;) : ¢ € I} in which m; <, ki1, for
alli,i+1 € I. We call k1 and m,, the lower-bound, denoted by low(C), and
upper-bound, denoted by up(C), of C, respectively. a

Consider the CFD in Fig. 4 and ignore the labels on nodes. We call such a
tree a cardinality-based diagram (CD). Indeed, a CFD is a labeled CD. A CD
itself is an unlabelled tree where some subsets of non-root nodes are grouped
(G ={e,f,g} in Fig. 4) and other nodes are called solitary (the nodes b, ¢, and
d in Fig. 4). In addition, non-root nodes and groups are equipped with some
cardinality intervals (e.g., {(1,2), (4,%)} on the node b and {(1,2)} on G).

Definition 5 (Cardinality-based Diagrams). A cardinality-based diagram
(CD) is a 3-tuple D = (T,G,C) consisting of the following components.

(i) T = (N,r,_") is a tree with set N of nodes, r € N is the root, and

function 1 maps each non-root node n € N_, def N \ 7 to its parent n'. The

inverse function that assigns to each node n the set of its children is denoted by
ny. The set of all descendants of n is denoted by n, .

(ii)) G C 2N-r is a set of grouped nodes. For all G € G, |G| > 1, and all
nodes in G have the same parent, denoted by GT. All groups in G are disjoint,
i.e., VG,G' € G. (G #G') = (GNG' = &). The nodes that are not in a group are
called solitary nodes. Let S denote the solitary nodes, i.e., S = N_, —Jgeg G-

(#ii) C C (N_, W G) x € is a left-total relation called the cardinality relation.
For any element e € N_, WG, C(e) is a cardinality interval as defined in Defini-
tion 4(iit). In addition, for all G € G, up(C(Q)) < |G|. O

Definition 6 (Cardinality-based Feature Diagrams). A cardinality-based
feature diagram (CFD) is a 3-tuple FD = (D, F,l) where D = (T,G,C) is an
CD, as defined in Definition 5, F is a set of features, and functionl: N — F
labels each node with a feature. a

Remark 1. The original definition of CFDs in [8] has two restrictions: (i) the car-
dinality of a grouped node is always (1, 1) and (ii) only one cardinality interval is
assigned to a group. However, we generalized CFDs in the above definition with-
out essentially complicating the framework and enabling useful generalizations
in feature modeling.

Notation. Let D = (T,G,C) be a CD with T = (N,r, ') and n € N:
— depth(D) denotes the T’s depth and depth(n) denotes the n’s depth in T
— N*¥= = {n € N : depth(n) = k}, i.e., the nodes with depth k.

Let FD be a CFD with D as its underlying CD:
— By depth(FD), we mean depth(D).

Now we want to formally define a valid product of a given CFD. First, we
give a definition of a valid product of its underlying CD. Note that a CD can
be seen as a CFD in which the labelling is an inclusion from nodes to nodes.
We call a valid product of the CD a bare product of the CFD. To obtain the

10



valid products of the CFD, we just need to apply the labelling function on the
bare products. A bare product is a multi-set of nodes satisfying the following
membership and arity requirements.

(membership requirements): The root is included. If a non-root node is in-
cluded then its parent must also be included, e.g., the presence of the node d in
Fig. 4 implies the presence of the node c. If the parent of a mandatory node (a
solitary node with lower bound cardinality greater than 0) is included then it
must be included too, e.g., the presence of the node c implies the presence of the
node d. If a parent of a grouped set of nodes is included then the presence of the
grouped nodes must satisfy the associated group cardinalities, e.g., the presence
of the node ¢ implies the presence of two or three of the nodes e, f, and g.

(arity requirements): The arity of the root node is always 1. The number
of instances of a non-root node is verified by the cardinality interval associated
with it and the number of instances of its parent node, e.g., if the number of
instances of the node ¢ in Fig. 4 is two then the number of instances of the node
d must be at least six and at most ten. In general, for non-root nodes n included
in the bare product, there must be a cardinality ¢ associated with n such that
its arity is less (greater, respectively) than the multiplication of its parent’s (n')
arity and ¢’s upper bound (lower bound, respectively).

Definition 7 (Product). Let FD = (D, F,!l) be a CFD with D = (T, G,C) and
T=(N,r, 1.
Bare Product: A multi-set BP owver the set of nodes N is called a bare product
if:

(membership):

(i) r € BP,

(ii) ¥n € N_, :n € BP = n' € BP,

(i) ¥n € BP,¥n' € S : [(n'T = n) A (low(C(n')) > 0)] = (n’ € BP),

(iv)¥n € BP,YG € G : (GT =n) = [3c € C(Q) : low(c) < |BPNG| < up(c)],

(arities):

(v) #Bp(r) =1,

(vi) ¥n € N_,,3c € C(n) : (#pp(n') x low(c)) < #pp(n) < (#pp(n') x
up(c))

Product: A multi-set P over F is called a product if there exists a bare product
BP of FD such that P is the result of applying the labelling function | on the
elements of BP, i.e., for all features f € F,

(i) (f € P) & (I71(/)N BP £ 2),

(i) #p(f) = +nei-1(5) #8r(N)
The product family of FD is denoted by PL(FD). O

The definitions stated in the rest of this section come in handy in the subsequent
sections mainly in Sect. 4.2. In the following definitions, we work on just CDs.
They can be easily transformed on CFDs using by labelling functions.

Definition 8 (Substitution of a leaf node with a CD). Consider two CDs
D = (N,r,1,G,C) and D' = (N',n, " ,G",C") such that NN N' = {n} and

11



n, =@ (nis a leaf node in D). The substitution of n with D’ is a CD, denoted
by D[n —p D'}, equal to (NUN', r, TU 1, gug, ¢ uc’). O

As an example, consider the CD in Fig. 5(a) (D). The substitution of the leaf
node b in Fig. 4 with D is shown in Fig. 4(b).

a

b 265 /\ (0,2)

/,1\ b ‘
(15)b c /‘1%\ /N
w2)

(a) (b)
Fig.5: (a) An CD D, (b) Substitution of (b) in Fig. 4 with (a)

Notation. Let D be a CD and N’ = {nq,...,nx} be a subset of its set of leaf
nodes. Also, let sub be a function, which maps each element n; of N’ to a CD
D, such that for two distinct indices 7, j, the set of nodes of D; and D; are
disjoint. For succinctness, we usually write D[n —p sub(n) : ¥n € N'] to mean
D[n1 =D Dl] e [nk =D Dk]

The above definition motivates us to define substitution of a feature in a PL
with another PL.

Definition 9 (Substitution of a feature with an PL). Let PL and PL' be
two PLs over the sets of features F' and F', respectively. For a given f € F,
the substitution of f with PL’ is an PL, denoted by PL[f —p PL'], specified
as follows: each instance of f in a product of PL is substituted by a product of
PL. O

As an example, let F = {f1, fo, fs}, F' = {f{, fs}, PL = {{£% o}, {f1, 2}, },
and PL = {{f{*}}. Then, PL[fi =p PL] = {{f{°, 1. {1F1°, 2°}. ).

Notation. Let F” = {f1,..., fx} € F and sub be a function, which maps
each feature f; of F”" to a PL PL;. We usually write PL[f —p sub(f) : Vf € F"]
to mean PL[f1 —p PL1]...[fx —p PLg].

The reverse operation of the substitution of a leaf in a CD (Definition 8) is
defined as follows.

Definition 10 (Cutting of an CD by a node). Let D = (N,r, _1,G,C) be
a CD and n € N. The cutting CD of D by the node n is the CD D™4" =
(N',r, T\n,G',Clgrwn), where N' = N —ny| and G' = GN2N' | ie., its tree
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is the tree of D except for the tree under n; all other components are inherited
from D. ad

As an example, the Fig. 6 depicts the cutting of the CFD in Fig. 4 by the node
c.

a

EI N

b c

Fig. 6: Cutting of Fig. 4 by ¢

Definition 11 (Induced Diagram by Node). Let D = (N,7,_1,G,C) be a
CD andn € N. The induced CD by n is a CD D, = (N',n, |n:,G',C"), where
N ={n'eN:(n' =n)Vvn eny)}, ¢ =602 and C' = C|yng, i.e., ils
tree is the tree under n in D’s tree and all other components are inherited from
D. a

The CD in Fig. 7 represents the induced diagram of the node c of the CD in

Fig. 4.
/N

d e f g
35 Ly L2

Fig. 7: Induced diagram by c of Fig. 4

Definition 12 (Upper Induced Diagram by depth). Let D = (N,r, 1,G,C)
be a CD and 0 < k < depth(D). The upper induced CD by k is a CD D' =
(N', 7, Ynv,G', C'), where N' = {n € N : depth(n) >k}, ¢ = GN2N', and
C' = C|nrwgr, i-¢e., its tree is a subtree of D’s tree where the nodes are in depth
less than or equal to k; all other components are inherited from D. a

The CD in Fig. 8 represents the upper induced diagram by the depth 2 in the
CD in Fig. 5(b).

4 CFDs to Regular Expressions

In this section, we first define a generalization of CFDs called Cardinality-based
Regular-expression Diagrams (CRDs). Subsequently, we give a procedure to
translate a given CRD to a regular expression (RE). This provides a semantics
for CRDs by using regular languages as the semantic domain. We also prove that
the REs generated for a given CFD and its underlying CD satisfy the properties
P-1 and P-2, respectively.
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a

(1.2)(4%) /\ 0,2)

b c

Fig.8: Induced diagram by depth 2 of Fig. 5

4.1 Cardinality-based Regular-expression Diagrams

Definition 13 (Cardinality-based Regular-expression Diagrams).
A cardinality-based regular-expression diagram (CRD) over an alphabet X is a
3-tuple RD = (LT, G,C) of the following components:

(i) LT, = (N,r,_",X,1,.) is a labeled tree where N, r, 1, are as defined
in Definition 5(i), X is a finite set (the alphabet), and l,. : N — RE(X) is a
function that labels each node with a reqular expression built over 3.

(ii) G C 2N-" is a set of grouped nodes, as defined in Definition 5(ii).

(#ii) C C (N_,WG) X € is called the cardinality relation, as defined in Defi-
nition 5(iii).
The class of all CRDs over the same alphabet X will be denoted by RD(X). O
Remark 2. CRDs subsume CFDs and CDs: A CFD is a CRD in which X is the
set of features and labels are primitive non-empty REs. A CD is also a CRD in
which X' is equal to the set of nodes and labelling is an inclusion function.

Notation. Given a CRD RD, we will need the following notations in the
sequel:

— depth(RD) denotes the depth its underlying CD.

— lev(RD) denotes the set of leaf nodes, i.c., lev(RD) ={n € N :n, = 2}.

— glev(RD) denotes the set of the grouped leaves, i.e., glev(RD) = {G € G :
Vn e G. n, =@}

— plev(RD) denotes the set of non-leaf nodes all of whose children are leaves,
ie., plev(RD) ={n € N :n| Clev(RD)}.

— cplev(RD) denotes the nodes all of whose parents belong to plev(RD), i.e.,
cplev(RD) = {c € ny : n € plev(RD)}.

4.2 CRDs to REs

The translation of a CRD to an RE is a bottom-up procedure and includes a
finite number of steps (equal to the depth of the CRD’s tree) called shrinking
steps. Each shrinking step takes a CRD and returns another CRD such that the
depth of the output’s tree is less than that of the input. The output of the last
step is a CRD with the singleton tree (a tree consisting of a single isolated node)
whose root is labeled with an RE.

A shrinking step includes three stages: (1) Eliminating cardinalities from
leaves, (2) Eliminating grouped leaves, and (3) Depth reduction. We will use the
CFD in Fig. 4 as a running example to illustrate the translation procedure.
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;
/\(o,z) /\(o,z)

/\ (0,2)
r f, ry P}
r3 rG

(a) (b) ()
Fig.9: RCD to RE: Shrinking Procedure on Fig. 4.

Stage 1: Eliminating cardinalities from leaves. At this stage, the REs

corresponding to leaf nodes are computed and their cardinalities changed to
(1,1). For an example, the RE corresponding to the node b (Fig. 4) would
be fi + f2 + fifr. This RE represents the cardinality constraint on this node
properly, as it says that the number of instances of the feature f; on this node
must be one or two or more than three. Then, the label of the leaves are replaced
by their REs, computed in the above way, and their associated cardinalities
change to (1,1). Fig. 9(a) represents the result of this stage applied to the CFD
in Fig. 4 where ri = f1 + ff + fiff, rs = f3 + f§ + f3, ra = fa, 5 = f4, and
re = f1+ 1.
Definition 14. Given a CRD RD = (LT}, G,C) with LT,. = (N,r, 1, X 1),
lexrp : lev(RD) — RE(X) is a total function which maps a leaf node in RD to
an RE built over X. For a given node n € lev(RD) with C(n) = {(ki,mi) }1<i<;
(for some j € N), lexgrp(n) =11 + ... +1;, where

_— Lee(M)¥ + o 4 Lo (D)™ if my # %
’ lpe(n)ki (lre(n)) * 0.w.
O

The stage “eliminating cardinalities from leaves” is formalized by a function
cel : RD(X) — RD(X), as defined in the following.

Definition 15 (Eliminating cardinalities from leaves Stage). The func-
tion cel : RD(X) — RD(X) is called the cardinality eliminator function and
for a given CRD RD = (LT,.,G, C) with LT, = (N,r, 1, X 1,.), cel(RD) =
(LT.,G,C") where LT!, = (N,r, ', X,1..) and

Cle) = {{(1 1)} ife € lev(RD)

C(e) 0.w.

l/

re

(n) = {lexRD(n) if n € lev(RD)

lre(n) 0.W.
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Stage 2: Eliminating the grouped leaves. At this stage, grouped leaf
nodes are replaced by new nodes with proper REs. The input of this stage is
the output of the first stage. For an example, consider the grouped leaves G in
Fig. 9(a). The group cardinality (2,3) says that at least two and at most three
of the nodes involved in the group (i.e., the nodes e, f, and g) must be included
in a valid product for each instance of their parent (i.e., the node c) in the
product. The following REs r¢, and 7 represent the lower and upper bounds
of the cardinality, respectively: ri, = rars + 1574 + 1576 + 1675 + TaTe + T6T4,
Te = Tarsre + rarers + rsrar + rsrera + rerars + rersra. Thus, the RE cor-
responding to the group would be rg = rg + r¢. Then, each grouped leaf is
replaced by a new node with a cardinality (1,1) and is labeled with the com-
puted RE. Fig. 9(b) represents the result of applying this stage to Fig. 9(a).

Notation. A concatenation permutation x of a finite set X with |X| = n is
a sequence T . .. T, such that |J,.,., {z:} = X. Let Perk (X) denote the set of
all concatenation permutations z with length between k and m (k < |z| < m) of
X. For an example, Perd({r1,r2,73}) would be the following set of expressions:
{7‘1, T2, ’1”3} U {’I”lTQ, rori1, T1T3, T3, 7’37"2}.

Definition 16. Given a CRD RD = (LT}, G,C) with LT, = (N,r, 1, X 1,.),
gexrp : glev(RD) — RE(XY) is a total function. For a given group G €
glev(RD) with C(G) = {(ki,ms) }1<i<j (for some j € N), gexrp(G) = ri1 +
...+ rj where for all 1 < i < j: r; = + X;, and X; = Perf,{i(E) with
E ={le(n) :n € G}. O

The stage “eliminating cardinalities from leaves” is formalized by a function
gle : RD(X) — RD(X), as defined in Definition 17.

Definition 17 (Eliminating grouped leaves Stage). The function gle :
RD( X) — RD(X) is called the grouped leaves eliminator. For a given CRD
RD = (LT}.,G,C) with LT,. = (N,r,_1, X 1), gle(RD) is defined as follows:

For each group node G € glev(RD), a node identifier ng is assigned. Let Ng
denote the set of these node identifiers. In other words, we have a bijection gid :
Ng — glev(RD) which assigns each grouped node in glev(RD) to a unique node
identifier in Ng. Then, gle(RD) = (LT),,G’,C") with LT, = (N',r, oy, .),

re’

where N'= (N —glev(RD)) W Ng, G' =G — glev(RD), and

ca-{l toe

o gid(n)" ifn € Ng
nt o0.w.

I (n) = gexrp(gid(n)), ifn € Ng
e lre(n) 0.w.
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Stage 3: Depth Reduction. This stage takes the output of the second
stage and returns a CRD whose depth is less than that of the input. To this
end, the REs corresponding to the nodes all of whose child nodes are leaves
are computed. Then, the label of such nodes are replaced by the corresponding
computed RE and their child nodes are eliminated from the given CRD. Let us
see what the result of this stage applied to the CRD in Fig. 9(b) would be. There
is only one node, labeled by f2, all of whose child nodes are leaf nodes. Fig. 9(c)
shows the result, where ro = fo(rsrg + rars).

Definition 18. Given a CRD RD = (LT}, G,C) with LT, = (N,7, 1, X, 1,.),
pexrp : plev(RD) — RE(X) is a total function. For a given noden € plev(RD),
pexrp (n) = lre(n)(+ X), where X = Per}(E) and j = |ny|, and E = {l.(n') :
n en}. O

The stage “eliminating cardinalities from leaves” is formalized by a function
dre : RD(X) — RD(X), as defined in the following:

Definition 19 (Depth Reduction Stage). The function dre : RD(X) —
RD(X) is called the depth reducer function. For a given CRD RD = (LT,.,G,C)
with LT,. = (N,r, ", X l,..), dre(RD) is a CRD RD’ = (LT!,,G,C’") with
LT, = (N',r, M X 1U.,) where N' = N — cplev(RD), M= M, € =Clnug,
and

l/

re

(n) = {pexRD (n) ifn € plev(RD)
lre(n) 0.w.

O

Hence, a shrinking step is the composition of the functions defined for the
above stages.

Definition 20 (Shrinking Step). The function shr : RD(X) — RD(X) is
called the shrinking function and is defined as shr = dre o gel o cel. (o denotes
composition. ) O

We keep doing the shrinking steps until we get a CRD which is a singleton tree.
In the running example, we need to do the shrinking step once more. The final
result would be the expression r = f(rirh + rhr1) where ry = € + r2 + r3. The
notation Erp is used to denote the regular expression generated for a given CRD
RD. The following proposition follows obviously.

Proposition 1. Let FD = (D, F,l) be a CFD with D = (T,G,C) and T =
(N, T, ,T). Then, EFp = 5]3[1] O

4.3 The Main Properties of Generated Expressions

In this section, we show that the regular expression interpretation of a given CFD
FD with D as its underlying CD satisfies the properties P-1 and P-2. Note that
two different nodes in FD can be labeled with the same feature. Thus, to prove
the property P-2 (formalized in Definition 21) of the generative language, we
need to work on D, i.e., we prove that £(Ep) satisfies P-2. The satisfaction of
the properties of P-1 and P-2 are shown in Theorems 2 and 1, respectively.
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Definition 21 (Formalizing P-2). Consider « CD D = (T,G,C) with T =
(N,r, ") and let L be a language built over N. We say L preserves the hier-
archical structure of D (or simply satisfies P-2 for D) if Vn,n' € N : (n' €
ny) < (Yw € L(Ep) : (n' € w) = (n Ty, n')). O

Theorem 1 (Satisfying P-2). For a given CD D, L(Ep) satisfies P-2 for D.
O

Proof. We need to prove the following statements:
(1) (n' € ny) = (Vw € L(Ep) : (0 € w) = (n Ty 1))
(2) (Yw € L(Ep) : (W €w) = (R Ey 1)) = (0 €nyy)
Note that (1) implies (n’ € ny) = (Vw € L(Ep) : (' € w) = (R Ty ).

Proof of (1):

Since D is an unlabelled tree, for any i < depth(D), shri(D) is a CRD where
the labels of two different nodes would be two different REs built over two dis-
joint alphabets. Let us call such CRDs disjoint labeled CRDs (DL-CRD). It is

obvious that for any DL-CRD RD and i < depth(RD), shr’(RD) is also a DL-
CRD. To prove (1), we need to prove a more general statement stated as follows:

General Version of (1):

“Consider a DL-CRD RD = (LT,.,G,C) with LT, = (N,r,.",X.1,.). Let
n',n" € N with l,.(n’) = R’ and l,.(n”) = R" such that n” € n’T. Then,

Vw € L(Erp), V" € LIR") : (W <goq w) = [T’ € L(R') : w' w" <geq w].”

Let w € L(Erp) and w” € L(R") such that w” < q w. We need to show
that Juw’ € L(R') : w' w" <geq w.

Since RD and shr*(RD), for any i < depth(RD), are DL-CRDs, érp =
R.(R'.(R".R® + R™®)+RO)) for some REs R, R®), R® R(®) (note the function
dre in Definition 19 and Definition 18) such that the REs R, R’, R', R”, R®), R4 R®)
are built over disjoint alphabets. Since w” < q w, w € L(R.R'.R".R®). The
statement is proven, since R’ precedes R” in R.R".R".R®) ie., 3w’ € L(R') :
W <geq w.

Proof of (2):

We show that the statement —(n' € ny) = ~(Yw € L(ép) : (0 € w) =
(n Ty 7)) holds, which is equivalent to (2).

Suppose n’ & n||. Let k be the minimum of the depths of the nodes n and
n'. Let shri=%(D) = RD'. There are two leaves ¢ and ¢ in RD’ with labels R
and R’ in RD’ such that n € ¥(R) and n’ € X(R'). Since RD’ is an DL-CRD,
Y(R')N X(R) = @. Note that the nodes £ and ¢ would have the same parent,
i.e., they are siblings. Let p = ¢T = ¢'T. There exist the following choices for ¢
and ¢':

(i) Both are solitary nodes.

(ii) One of them, say ¢, is in a group and another one, ¢, is a solitary node.

(iii) Both are in a same group G.
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(iv) One of them, say ¢, is in a group G and another, ¢, is in another group
G'.
Applying the function gel o cel (the first and second stages of shr(RD’) =
shrd=*+1(D), respectively), we will get two leaves ¢, and ¢} with labels R; and
R} in RD}] = shr(RD’) such that n € X(R;) and n’ € Y(R}). Note that
Y(Ry) N X(R)) = @ and all leaves of RD] are solitary with cardinalities (1,1).

Now let us apply the function dre on RD) to get shr?=*+1(D). Since the
function dre considers any permutation of the p’s child nodes, there is a leaf node
¢" in shr@=*+1(D) labeled with an RE in the form R} = R® + R;.R;.R®) +
R{.R1.RW. Since X(R;)NX(R;) = @, there are two words wy,ws € L(R)) such
that n C,,, n’ and n’ C,,, n. Thus, keeping doing the shrinking steps till getting
shr(D), there would be a word w € L(Ep) such that n’ € w but =(n C,, n’').
The statement (2) is proven. O

To prove that the expression generated for a given CFD satisfies the property
P-1, we will fist need the following propositions and lemmas.

Proposition 2. LetD = (N,r, 1,G,C) be a CD andn € N. Then, the following
statements hold:

(’L) D= D_in[n =D Dj,n}

(ii) PLD) = PLD¥")[n +—p PL(D ).

(’LZZ) Ep =&p-in [TL —E 5D¢n]' O

Proof. Follows obviously! O

Lemma 1. Let D = (N,r, 1,G,C) be a CD and k be a number such that 0 <
k < depth(D). Then, D = D™ [n +—sp Dy, : ¥n € Nk7]. O

Proof. Let N*~ = {ny,...,n;}. We define a set of CDs {Dg,Dy,...,D;} re-
cursively as follows: Dg = D and for any 1 < 57 < @« D; = Dj_finj. Note
that D™ = D;. Due to Proposition 2(i), D; = D;_1[n; —p Dy,,], for any
1 < j <. Therefore, D = Dy = D™[n; +p Dy]...[n; —p D], which is equal
to D™ [n —p Dy, : Vn € NF]. O

Lemma 2. Let D = (N,r,_1,G,C) be a CD and 0 < k < depth(D). Then,
PLD) = PLD™)[n—p PLD,,) : ¥Vn € N*].

Proof. Let N*~ = {ny,...,n;}. We define a set of CDs {Dg, Dy, ...,D;} recur-
sively as follows: Dy = D and for any 1 < j < : D; = Dj_f“”. Note that
D™ = D;. Due to Proposition 2(ii), PL(D;_1) = PL(D;)[n; —p PLD,,)].
Therefore, PL(D) = PL(Dg) = PL(D™)[ny —p PL(D)]...[n; —p PL(D;)],
which is equal to PL(D™)[n —p PLDy,) : Vn € N¥7]. O

Lemma 3. Let D = (N,r,_.1,G,C) be a CD and 0 < k < depth(D). Then,
gD = gDTk [71 —E SDU,, :Vn € Nkf}.

Proof. Let N*~ = {ny,...,n;}. We define a set of CDs {Dg, Dy, ...,D;} recur-
sively as follows: Dy = D and for any 1 < j < i: D; = Dj_fwf. Note that
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D™ = D;. Due to Proposition 2(iii), ép,_, = €p,[n; —E EDW}. Therefore,

SD = (S‘]:)O = SDTk[nl =R ng] e [nz =R 5Di], which is equal to SDTk [’I‘L =R
ngL 2VTL€Nk7]. O

Now we are at the point where we can prove that the generated expression
for a given CFD satisfies the property P-1.

Theorem 2 (Satisfying P-1). For a given CFD FD, L(&pp)P2¢ = PL(FD).
O

Proof. Let FD = (D, F,l) be a CFD. We first prove the theorem on the under-
lying CD D. Then, by applying the labelling function [ on £p, we prove that
the multi-set interpretation of Egp satisfies P-1.

Let D be a CD. We use an inductive reasoning to prove the statement
L(Ep)Pee = PL(D).

(basic step): If D is a singleton tree, i.e., depth(D) = 0, the statement follows
obviously.

(hypothesis): Assume that the statement holds for any CD D with depth(D) <
k for some k € N.

(inductive step): We want to prove that for any CD D with depth(D) = k+1
the statement holds, i.e., £(Ep)P2¢ = PL(D).

Let D = (N,r,_",G,C) be a CD with depth(D) = k + 1.

Due to Lemma 1, D = D™ [n —p Dy, : ¥n € N*~].

Due to Lemma 3, p = Ep[n —g Ep,, : Yn € N*7].

Therefore, L(Ep) = L(Epte)[n —1 L(Ep,,) : VYn € NF7].

(Note that the bag interpretation of any language £ can be seen as a PL:
using FLs in place of PLs in Definition 9 is allowed, e.g., £P®8[o +—p £/°8] makes
sense for any o € X(L).)

Obviously, L(Ep)P*& = L(Eprr)P*8[n —p L(Ep,, )" : Vn € NF7].

According to the hypothesis, since depth(DTF) = k, L(Ep )28 = PL(DT).

Acceding to the hypothesis, since for any n € N¥~: depth(Dy,,) < k, L(Ep,,, )P =
PLD,,).

Therefore, £(Ep)P*® = PL(D™)[n —p PLDy,) : Vn € N¥7].

Due to Lemma 2, since PL(D) = PL(D™)[n —p PLD,,) : ¥n € NF7],
L(Ep)P*® = PL(D). The theorem is proven for CDs.

PL(FD) = PL(D)[l] = L(Ep)P28[l]. According to Proposition 1, Epl] =
Erp. Therefore, £L(Ep)P22[l] = L(Epp)P28, which implies PL(FD) = (51:]3)]0ag

O

4.4 Complexity Analysis of CRDs to REs Transformation

In this section, we analyze computational complexity of CRDs to REs transfor-
mation. We show that the transformation algorithm is a polynomial algorithm.

Algorithm 1 presents a pseudo code for the function defined in Definition 14.
This algorithm is given a CRD and a leaf node and returns the n’s corresponding
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regular expression in the CRD. Its time complexity is in the class O(|C(n)]). Let
us consider an upper bound on the number cardinality intervals assigned to a
node or a group. Let denote this number by upC. Then the complexity class of
this algorithm is reduced to O(1).

Algorithm 1 : lex

{Input: A CRD RD = ((N,r, ", ¥,1,..),G,C)}
{Input: n e leU(RD) with C(TL) = {(kﬁi,mi)}qgigj}
R+ ¢
for i =1 to j do
if m; # x then
R+ R+ L)k + ... 4 lpe(n)™
else
R+ R+ le(n)ki(le(n))*
end if
end for
return R {Comment: lezgrp(n) = R}

Algorithm 2 presents a pseudo code for the first stage (Definition 15). It is
time complexity would be in O(|N|+|G|) + O(N x |lev(RD)| x up(C'). Since the
number of nodes is always greater than the number of groups (i.e., |[N| > |G]),
the complexity class of the algorithm would be O(|N|)+O(N x |lev(RD)| xupC').
Obviously, this class can be reduced to O(N?).

Algorithm 3 presents a pseudo code for the function defined in Definition 16.
This algorithm is given a CRD and a leaf group and returns the group’s cor-
responding regular expression in the CRD. Its time complexity is in the class
O(IC(G)| x |G|™). This class can be reduced to O(upC x N™i). Let consider a
upper bound on the number of nodes involved in a group. Let upG. Then the
complexity class of this algorithm would be reduced to O(upC x N*P%), which
can be reduced to O(N"P%).

Algorithm 4 corresponds to the second stage (Definition 17). Its time com-
plexity would in the class O(|N”_, wG’'|)+O(|N_,.|)+O(IN_,| —|Ng|) + O(|N¢| x
NG This class can be reduced to O(N*PE+!),

Algorithm 5 presents a pseudo code for the function defined in Definition 18.
Its time complexity would be in O(|n,|I™+!). However, if we consider a bound on
the number of children of nodes, then the complexity of this algorithm would
be practically reasonable. Let deg denote the this bounded number. Then, this
class would be reduced to O(1).

Algorithm 6 is a pseudo code corresponding to the third stage (Definition 19).
Its time complexity would be in the class of O(]N'|), which is equal to O(N —
cplev(RD)). This class can be reduced to O(N).

According to above complexity analyses of the stages, the shrinking step
would be a in a polynomial complexity. More precisely, it would be O(N“PG+1) 1
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Algorithm 2 : cel (Stage 1)

{Input: A CRD RD = ((N,r, ", X.,1,.),G,C)}
{Output: A CRD RD' = ((N,r, 1, X,1..),G,C")}

Ensure: Ve € lev(RD'). C'(e) = {(1,1)}

forallee N_, WG do
C'le) + @
end for

for alln € N do
lre(n)) <€
end for

forallee N_, WG do

if e € lev(RD) then
C'(e) + {(1,1)}
else
C'(e) + C(e)
end if
end for

for all n € N do

if n € lev(RD) then
Il.(n) < lex(RD,n)
else
I, (1)) & Le()
end if
end for
return ((N,r, T, 21'.),G,C")

Algorithm 3 : gex

{Input: A CRD RD = ((N,r, 1, %,1,.),G,C)}
{Input: G € glev(RD) with C(G) = {(ki, mi) hi<i<;}
R+«
for i=1to j do
for all permutation R’ with k; < length(R’) < m; in {l;.(n) : n € G} do
R+ R+ R
end for
end for
return R {Comment: gexrp(n) = R}
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Algorithm 4 : gle (Stage 2)

{Input: A CRD RD = ((N,r, ", ¥,1,.),G,C)}
{Output: A CRD RD' = ((N’,r, V', 2,1..),G',C")}
Require: Ve € lev(RD). C(e) = {(1,1)}
Ensure: glev(RD') = @
N’ + (N — glev(RD)) W Ng
G + G —glev(RD)

for allee N’ wWg’' do
C'(e) + @
end for

for all n € N’ do
Il.(n)«e

end for

- %)

for allee N WG’ do

if e € Ng then
C'(e) «+ {(1,1)}
else
C'(e) + C(e)
end if
end for

for alln € N, do

if n € Ng then
n!" « gid(n)"
else
nt —nt
end if
end for

for all n € N’ do

if n € Ng then
Il.(n) + gex(RD, gid(n))
else
lre(n)) < lre(n)
end if
end for
return ((N’7r7f’72,l’re),g’,(3’)
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Algorithm 5 : pex

{Input: A CRD RD = ((N,r,_",2.,1,.),G,C)}
{Input: n € plev(RD)}
R+c¢

for all permutations R’ with length(R’) = |n| in {lre(n’) : n’ € n;} do
R+~ R+ R

end for

return [re(n).R {Comment: pexrp(n) = lre(n).R}

Algorithm 6 : dre (Stage 3)

{Input: A CRD RD = ((N,r, ", X,1,.),G,C)}
{Output: A CRD RD' = ((N,r, V', 2,1..),G,C")}
Require: glev(RD) = @
Ensure: depth(RD') = depth(RD) — 1
N' + (N — cplev(RD))
,T/ — ,T|N/
C' + C‘N’Ug

for all n € N’ do
U.(n)+e
end for

for all n € N’ do

if n € plev(RD) then
I!.(n) + pex(RD,n)
else
lre(n)) < lre(n)
end if
end for
return (N',r, "', X,1'.),G,C")
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O(N?). Thus, if the CRD has no grouped node, then the time complexity of
shrinking steps would be in O(N?). Otherwise, since upG > 2 (a group is rea-
sonable if at least two nodes are involved in it), the time complexity of the
shrinking step would be in O(N®&+1),

Finally, Algorithm 7 presents a pseudo code for the transformation of CRDs
to REs. The time complexity of this algorithm would be in O(depth(RD) X
NwPGH1) Tn the worst case, the time complexity would be in O(N*P&+1) which
implies that the transformation algorithm is a polynomial algorithm.

Algorithm 7 : Transformation Algorithm

{Input: A CRD RD = ((N,r, ", ¥,1,.),G,C)}

{Output: A CRD RD' = (N',r, 7', %.,1..),G',C")}
Ensure: |[N'| =1

Initiate RD’

while depth(RD) > 2 do

RD’ « dre(gle(cel(RD")))
end while
return RD’

5 CCs and CFMs

CCs only make sense with respect to a given CFD. In the previous section, we
formalized the semantics of CFDs using formal languages (more precisely, regu-
lar languages). Hence, it makes sense to use the same framework to express CCs.
This will allow us to integrate the semantics of CCs and CFDs. In the follow-
ing, we show how to translate the most common CCs using formal languages.
Assume a CFD with a set of features F' including two features fi, fo, and fs.
Several interesting CCs applied to a CFM are as follows:

(cey) fi1 requires fo
(in other words: If the number of instances of f; is greater than 0, then the
number of instances of fo must be greater than 0).

(cca) f1 excludes fo
(in other words: If the number of instances of f; is greater than 0, then the
number of instances of fo must be 0).

(ce3) If the number of instances of f; is even, then the number of instances

of fo must be odd.
(ceq) The number of instances of f; and fy are equal.
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(ccs) The number of instances of fi, fo, and f3 are equal.

The first two CCs are traditional inclusive and exclusive CCs. However, they
can be expressed in terms of feature instances, as we see in the parenthetical
remarks above. Our method to express CCs is to use formal languages. In this
approach, features are considered as alphabets of a language. In the following,
we see the formal language interpretation of the above CCs. The formal language
of a given CC cc is denoted by L(cc).

={we F*: (#5w)>0) = (#5,(w) >0)}.

L(ccq)

L(ccy) = {w € F*: (#5,(w) >0) = (#5,(w) =0)}.

Lccs) = {w € F*: (In € N#y, (w) =2n) = (In € N#y, (w) =2n+1)}.
‘C(CC4) = {’LU €F*: #f1<w) = #fz(w>}'

Lces) = {w € F* 47, (w) = 7, (w) = 41, (w)}.

Proposition 3. L(cc1), L(cca), and L(ccs) are regular, L(ccy) is context-free,
and L(ccs) is context-sensitive. O

Proof. A language is regular iff it can be expressed by some regular expressions,
regular grammars, or finite state automata (FSA). Let F' = {f1,..., fn} for some
n > 3.
L(cecq) can be expressed by the following regular expression, where r = (f1 +
coot fo)®
I3 +rfirfar 4+ for fir.

L(ccz) can be expressed by the following regular expression:
(fot o+ )+ (it fot+ o+ ) + s+ 4 fa)"

The following FSA accepts L£(ccs). The initial state is identified by an in-
coming unlabelled arrow not originating at any state. The final states are drawn
with double circles.

L(ccq) and L(ccs) are very well-known context-free and context-sensitive
languages, respectively.
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Theorem 3. Given a context-free FM M, the operations Void Feature Models,
Dead Features, Valid Product, Core Features, and Least Common Ancestor are
decidable. a

Proof (Proof of Theorem 3).
Let I be the set of features of M.

Since context-free languages are decidable, the Valid Product problem is
decidable.

The emptiness problem of context-free languages is decidable. Thus, the Void
Feature Model problem is decidable.

Let £ be the language of the expression F* f F*. The problem of determining
whether the feature f is a dead feature of M or not is, indeed, to determine
whether £ N Ly = @ or not. Note that £ is regular. Hence, £ N Ly is context-
free. Since the emptiness problem of context-free languages is decidable, the
Dead Feature problem is decidable too.

Consider a subset P C F. We want to determine whether the set of features
P is included in all products or not. Let |P| = n, £ = {w € F* : w”® = P}, and
L = {wia} weay ... wpal, wyt1 :a)...al, € L and w; € F*}. The problem is
reduced to determining whether Ly C £ or not. In other words, the problem is
reduced todetermining whether MN L¢ = & or not (L denotes the complement
of £). Note that £ is a regular language and so is L£¢. Hence, the language
M N L€ is context-free. Since the emptiness problem in the class of context-free
languages is decidable, the original problem, i.e., determining if P is included in
all products, is decidable. Since the number of subsets of F' is finite, the problem
of finding the set of Core Features is also decidable. O

Remark 3. What we need in ccy is counting the number of instances of f; and fs.
If the order of the symbols is ignored, then, according to the Parikh’s theorem
[29], L(ccq) as a context-free language is not indistinguishable from a regular
language.

Hence, a CFM is a CFD plus a set of languages expressing the CCs. In fact,
a set of CCs can be seen as the intersection of the languages expressing the CCs.

Definition 22 (Cardinality-based Feature Models). A cardinality-based
feature model (CFM) is a pair M = (FD, L..) with FD o CFD and L. a
language built over F (the set of features) expressing the CCs. O

Thus, a CFM is basically a tuple of formal languages M = (Lgp, L) with Lrp
and L. denoting the FLs of the CFD FD and CCs, respectively. The formal
language associated with the whole model is denoted by Ly and is equal to
Lyp N L. Since any class of languages is closed under intersection with regular
languages [11] and Lgp is regular, the type of Ly is given by the type of L.
Hence, CFMs can be grouped based on the types of their language, say regular
and context-free FMs. This grouping is important because it guides us in how
FMs can be constructively analyzed.
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Definition 23 (Dynamic & Static Semantics). For a given FM M,

(i) Ly is called the dynamic semantics of M. Any word w € Ly is called a
dynamic product. We then write w =py M.

Two models M and M are called dynamic equivalent, denoted by M =g M/,
if and only if PL(M) = PL(M).

(i) The multi-set interpretation of Ly, L’E/E‘g, is called the static semantics of
M. Any element P of C&ag is called a static product. We then write P =g M.

Two models Ml and M are called dynamic equivalent, M =g M, if and only

if PL(M) = PL(M). O
f f f
(2,3) /(ﬁ\(z,*) (23) 7 (TI)\\ (1,%) (22) 7 (TT) \\(2,%)
fy f, fy f f; f,
(0,1) (0,1) | 0,1)
L) f g f
f3 f4 f3 f4 f2 1 3 4
(0,1) (0,1)
f1 fl

(a) (b) (c)

Fig. 10: (a) M, (b) M’ (=py M) , (c) M” (=gt M)

As an example, consider the three models M, M’, and M” in Fig. 10(a), (b),
(¢), respectively. The regular expression encoding of M is &y = f.(fa.fo.(f2)* +
fi-f1-(e + f1).(e + f3 + f1)). The regular expression encoding of M’ is &y =
f(fo-(fo)* fa-(f2)" + fr.fi(e + f1).(e + f3 + fa)). It is obvious that L(Eu) =
L(Ewr ), which means M =py M. On the other hand, M is not dynamic equiv-
alent to M. M and M are static equivalent, i.e., M" =gp M.

Remark 4. The above example shows obviously that static semantics (PL) is a
poor abstract view for CFMs, while the dynamic semantics (FL) extract much
more semantics of CFMs.

6 Analysis Operations

In this section, we investigate the decidability problem for some well-known anal-
ysis operations. Some operations take only one FM (along with another potential
input that is not an FM) as input and perform some analysis on the FM. Below
is a sample list of such operations:
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Valid Product: takes an FM and a multi-set of features as inputs and de-
cides whether it is a valid product of the FM or not.

Core Features: takes an FM and returns the set of features that are in-
cluded in all the products.

Void Feature Model: takes an FM as input and decides whether its PL is
empty or not.

Dead Feature: takes an FM and a feature and decides whether the feature
is dead in the FM or not. A feature f in an FM M is called dead if AP € PL(M)
such that f € P.

Least Common Ancestor: takes an FD and a set of features and returns
their lowest common ancestor feature.

Theorem 3. Given a context-free FM M, the operations Void Feature Models,
Dead Features, Valid Product, Core Features, and Least Common Ancestor are
decidable. ad

Proof. Let F be the set of features of M.

Since context-free languages are decidable, the Valid Product problem is
decidable.

The emptiness problem of context-free languages is decidable. Thus, the Void
Feature Model problem is decidable.

Let £ = F*{f}F*. The problem of determining whether the feature f is
a dead feature of M or not is, indeed, to determine whether £ N Ly = @ or
not. Note that £ is regular. Hence, £ N Ly is context-free. Since the emptiness
problem of context-free languages is decidable, the Dead Feature problem is
decidable too.

Let £ denote the set of all prefixes of the words of Ly. £ is a context-
free language. To prove this, we take the grammar of Ly in Chomsky Normal
Form and for every production A — BC, add productions A, — BC. and
Ae — Be. Also, for every production A — f (for some terminals f), we consider
the production A, — f. Finally, we change the starting variable S to S. and
add the production S — e. The context-free grammar generated in this way
represents the language L£. Thus, £ is decidable. The set of dynamic partial
products would be equal to the bag interpretation of £. Thus, Dynamic Partial
Product problem is decidable.

Let P be an input of the Static Partial Product operation. P is finite and
the arity of any feature f € P is in N. Let the number of feature instances in
Pbenand £ = {w € F*: w”® = P}. Now consider the regular language
L = {wia] waah ... wpal, wpt1 : af...al, € L and w; € F*}. The Static
Partial Product problem is reduced to determining whether £ N Ly is empty
or not. £ N Ly is context free, since L is regular and Ly is context-free. Since
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the emptiness problem of context-free languages is decidable, the Static Partial
Product problem would be decidable.

Consider a subset P C F. We want to determine whether the set of features
P is included in all products or not. Let |P| = n, £’ = {w € F* : w’* = P}, and
L = {wia} wealy ... wpal, wyyq :al...al, € L and w; € F*}. The problem is
reduced to determining whether Ly C £ or not. In other words, the problem is
reduced to determining whether M\N £¢ = & or not (L¢ denotes the complement
of £). Note that £ is a regular language and so is £¢. Hence, the language
M N L€ is context-free. Since the emptiness problem in the class of context-free
languages is decidable, the original problem, i.e., determining if P is included in
all products, is decidable. Since the number of subsets of F is finite, the problem
of finding the set of Core Features is also decidable. ad

Remark 5. Since the class of regular languages is a subclass of context-free lan-
guages, the above theorem holds for regular FMs too. Note that some analysis
operations are not decidable in other classes of CFMs. For example, the Void
Feature Model operation is not decidable in the class of context-sensitive CFMs,
since the emptiness problem is not decidable in the class of context-sensitive
languages.

Some other operations deal with two FMs. Such operations answer some
questions about the relationships between the FMs.

Refactoring: takes two FMs and decides whether their PL are equal or not.

Specialization: takes two FMs M; and M5 as inputs and decides whether
the PL of M is a subset of the PL of My or not.

Theorem 4. Given two FMs My and My, the following statements hold:
(i) If both are regular, then the Refactoring problem between them is decidable.
(ii) If M1 and My are reqular and context-free, respectively, then the Refac-
toring problem is decidable iff M is bounded regqular. a

Proof.

(i) The equality problem between regular languages is decidable [25].

(ii) Hopcroft in [20] showed that for two given context-free languages £; and
Lo, if one of them, say L1, is a bounded regular language, then the equality
problem between these two languages is decidable. ad

Remark 6. In general, the equality problem in the class of context-free languages
is undecidable. Therefore, the Refactoring problem is not decidable in the class
of context-free FMs.

Theorem 5. Given two FMs My and My, the following statements hold:

(i) If both are regular, then the Specialization problem between them is decid-
able.

(ii) If My and My are regular and context-free, respectively, then the Special-
ization problem PL(My) C PL(My) is decidable. O
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Proof.

(i) The inclusion problem in the class of regular languages is decidable [28].
Thus, the Specialization problem is decidable in the class of regular languages.

(ii) The problem “M; is a specialization of M;” is reducible to the problem
Ly, € Ly, . In other words, it is equivalent to the problem of determining
whether Ly, "L = & or not. Since the class of regular languages is closed under
complement, Lg; is regular. Thus, Ly, N Ly, is context-free. Since the emptiness
problem in the class of context-free languages is decidable, the Specialization
problem in this case would be decidable. a

7 Tool Support

As already seen, we characterize well-known analysis operations over CFMs in
terms of on formal languages. Now, what we need is automated support for
them. Since CFMs are much more complex than basic FMs, automated analysis
of such FMs is a challenging and open issue [4,31]. As discussed in Sect. 6, all
the analysis operations are decidable over the class of regular CFMs. Therefore,
in this section, we only take into account regular CFMs. Recall that a CFM is
regular if its CCs are regular.

There are several off-the-shelf tools, which deal with finite state automata
(FSA) including HKC [5], LIBVATA [24], RABIT [1], ALASKA [13], GOAL [36],
FSAG6.2xx [38], FAT [17], and JFLAP [32].

Since most of the above tools are given FSAs as inputs, we first need to
translate a given regular expression to a finite automata. Note that we transform
a given CFD to a regular expression. Fortunately, there exist some tools, which
support such a transformation. For an example, we can use FSA6.2xx for this
purpose.

Since CFDs and their CCs are translated to two different langauges, we would
need also to execute their intersection. FAT and FSAG6.2xx are appropriate for
implementing the intersection problem between two FSAs.

To reduce the computational complexity (specially the space complexity)
in executing the analysis operations, we would prefer to work on an minimal
automaton semantically equal to the given automaton. This problem is so called
minimization problem, which means transformation of a given automaton to
another automaton such that the language of the generated automaton is equal
to the language of the given one and also it is minimal in terms of the number
of states. FSA6.2xx also does this mission very well. Now we are at the point
where we can utilize the above tools to do analysis operations on regular CFMs.

The valid product problem on a CFM is reduced to the membership prob-
lem on the CFM’s language interpretation. FAT, JFLAP, and FSA6.2xx are
appropriate for implementing the membership problem.

The void feature model problem is reduced to the emptiness problem on
languages. The emptiness problem for a given language £ can be seen as the
equality problem between £ and the empty language. The equality problem over
FSAs is supported by HKC.
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Consider a CFM M on a set of features F' and a feature f € F. We want to
decide whether f is a dead feature over M or not. This problem can be reduced to
the decision problem £(M)NL(F*fF*) = @. Note that the language L(F* fF™)
is regular and can be represented by an FSA. The intersection of the FSAs
corresponding to the languages £(M) and L(F* fF*) can be done by FSA6.2xx.
Let A denote the output FSA. Then the equality problem between A and the
empty FSA can be executed by HKC.

The refactoring problem between two CFMs is simply reduced to the equal-
ity problem between their languages. The equality problem between FSAs is
supported by HKC.

The specialization problem for two given CFMs can be reduced to the inclu-
sion problem for their corresponding languages. The inclusion problem is sup-
ported by several tools including HKC, LIBVATA, RABIT, ALASKA, and RA-
BIT.

8 Related Work

8.1 Connection between FDs and Context-free Grammars

In this section, we survey the literature relevant to the connection between FMs
and FLs.

The connection between basic FDs and grammars is shown by de Jong and
Visser [12]. They use textual representations of FDs written in a domain-specific
language called the feature description language [37]. The corresponding textual
representation of a given FD is similar to a context-free grammar. The grammar
generated for the model in Fig. 11, according to [12], is as follows (nonterminals
and terminals start with capital and small letters, respectively.):

RenovationFactory — SourceLang ImplLang
SourceLang — cobol | sdl | sql | cobol sdl | cobol sql | sdl sqgl | cobol sdl sql
ImplLang — asf | java | asf traversal | java traversal

RenovationFactory
Sourcelang ImplLang
cobol sdl sql  asf java traversal

Fig. 11: A model abbreviated from [12]

Batory, in [3], shows the connection between FDs and iterative tree grammars
[22]. His and [12]’s translation procedures are essentially the same. Table 1 gives
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some basic examples showing how Batory’s encoding works. Terminals are shown
by italic letters. Optional features are surrounded by brackets.

f f f f
NN AN AN
h glg h|g hig h

f= hlg] | f—= [g]h |[f= g | h| I = t+
t—glh

Table 1: Translating FDs to iterative tree grammars

In [12] and [3], set of atomic features, those features that appear in leaf nodes,
is considered as terminals and other features as nonterminals. Thus, a word
accepted in the above grammar generated for Fig. 11 is a subset of {cobol, sdl, sql,
asf, java, traversal} and hence the language of the corresponding grammar does
not represent the product line of the model. In other words, the corresponding
generative grammar for a given FD does not satisfy the property P-1.

Another problem of the above procedures is that they give a left-to-right
ordering on siblings (the nodes with the same parent). To illustrate why this is a
problem, note the left-most column in Table 1: the left-most feature, h, precedes
the right-most feature, g. Such an ordering forces two syntactically equivalent
FDs to have different semantics: the grammars of the two FDs in the first and
the second columns in Table 1 have different associated languages. In addition,
such an ordering on siblings forces the generative grammars to not satisfy the
property P-2.

Czarnecki et al, in [8], formalize the semantics of CFDs using context-free
grammars. Unlike in [3] and [12], this work considers the set of terminals to
be equal to the set of all features for a given CFD and generative grammars
satisfy the property P-2. However, it gives a left-to-right ordering on siblings.
Thus, this method does not satisfy the property P-1 and there are syntactically
equivalent CFDs with non-equal generative grammars.

All the above approaches may result in ambiguous grammars, which makes
them bad candidates for the semantics of models. However, there is a constructive
way [25] to fix this problem, since the languages of generated grammars are not
inherently ambiguous. A context-free language is inherently ambiguous if there
is no unambiguous grammar for it [16]. Another problem of all of the above
methods is that they do not consider CCs in their translation procedure. This
is a very important deficiency, since CCs has a central role to play in feature
modeling.

8.2 Partial Product Lines

In [15], we give a relational semantics for basic FMs. The structure correspond-
ing to a given FM is called the Partial Product Line (PPL) of the FM. The states
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of this structure are called partial products, which are sets of features satisfy-
ing the exclusive constraints (a partial product must not violate the exclusive
constraints), subfeature relationship (a feature cannot be included in a partial
product if its parent feature is not), and the instantiation-to-completion (12C)
principle (processing a new branch of the feature tree should only begin after
processing of the current branch has reached a full product). The initial state is
a singleton set {r} where r is the root feature. The PL of the FM is a subset of
the set of partial products. Fig. 12(a) is an FM and its PPL is represented in
Fig. 12 (b). In this figure, the full products are boxed. Singletonicity is one of

(a)
Fig.12: (a) an FM M, (b) PPL(M), (¢) Aut(M)

the important properties of PPLs. This property says that if there is a transition
P — P’ between two products P and P’, then P’ = P W {f} for some feature
f & P. This property allows us to translate PPLs into finite state automata
in a straightforward way. Fig. 12(c) shows the corresponding automaton, where
the final states are specified by black circles. Let Aut(M) denote the automaton
corresponding to an FM M.

Applying the translation procedure on M described in Sect. 4, &y = f ( g(i+
J) h+h (g (i+7))). It is clear that L(Em) = L(Aut(M)). What is interesting
is that Aut(M) is the minimal automaton in the sense that there is no other
finite automaton with a smaller number of states which also accepts £(M). This
claim will be proved formally for all basic FMs in a forthcoming paper. Note
that this property of PPLs makes them effective in the sense of computational
complexity. Also, this relationship between Ly and PPL(M) for a given basic
FM M proves that PPLs preserve the hierarchical structure of M.

8.3 Modeling PLs with Semirings

Hofner et al. developed an algebra, called product family algebra, for basic PLs
whose basis is the structure of idempotent semirings [18]. A product family
algebra over a set of features F is 5-tuple A = (4,4, 9, X, {@}), where A = 22F,
@ represents the empty PL, {@} is a dummy/pseudo PL with only one product:
nothing, and +, x are defined as follows: for all P,P' €¢ A: Px P' = {pUyp’:
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p € Pp' € P} and P+ P = PU P'. In this way, + and x can be seen
as choice between PLs and their mandatory presence, respectively. It is proven
that A forms a semiring ,where (A,+,0) and (A4, x,1) are the commutative
monoid and monoid parts, respectively, such that 4 is idempotent and X is
commutative. Therefore, a PL is seen as a term generated in a commutative
idempotent semirings.

The PL of a given basic FM M is encoded as a term in the PL algebra
generated over the leaf features of M. As an example, consider the following
feature diagram, which is adopted from [18]. The encoded term corresponding
to this FM is as follows: car = (manual + automatic) x horsepower x (1 +
aircondition).

car

N

transmission horsepower aircondition

A

manual automated
Fig.13: an FM - adopted from [18] (page 7 , Fig. 1)

Note that the set of all formal languages (X*) together with concatenation
and union operations can be seen as a semiring (X*,U, &, ., ). However, it is
not a commutative smearing, since concatenation is not commutative. Also, this
smearing is not idempotent.

As mentioned above, for Hofner et al., a product is the set of leaves in the
feature tree, while non-leaf features are derived terms; in contrast, we follow
a common FM-practice and consider all features in the tree to be basic. This
implies that the product family algebra does not satisfy the P-1 property.

Since there is the operation X is considered as an idempotent operation, the
product family algebra for a given model does not satisfies the P-2 property.
Also, using an idempotent operation for the product operation (x) disallows us
to use it for cardinality-based feature models.

9 Conclusions

In this paper, we have provided a formal definition of CFDs and also their valid
products in a set theoretic way. We have proposed two level of generalization
for CFDs. In the first generalization, we have relaxed some constraints on group
cardinalities. We believe that this very simple generalization provides us much
more succinct and expressive tool for system modeling. The second generalization
(emerged in the regular expression translation procedure) is called cardinality-
based regular expression diagrams (CRDs), in which the labels of nodes can be
any regular expression built over the set of features. We believe that CRDs is a
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mean moving us to modeling much more complicated systems, in which we need
to deal with structural (non-atomic) features, e.g., programming codes, etc.

We have provided a reduction process, which allows us to go from a CFD to an
RE. The procedure works for CRDs. The generative expression for a given CFD
has two main properties: it captures the hierarchical structure of the CFD; it also
captures the product line of the CFD. These properties enable us to confidently
claim that this translation faithfully captures the semantics of CFDs.

Regular languages have some nice computational properties. These prop-
erties, such as the decidability of emptiness, inclusion, and equality problems,
help us to propose algorithmic solutions for analysis operations over CFDs. In
addition, the complexity class of all regular languages is SPACE(O(1)), i.e., the
decision problems can be solved in constant space. Due to these nice compu-
tational properties, we can also claim that regular expressions provide a nice
computable framework for reasoning about CFDs.

As for CCs, we have proposed a formal language interpretation of them. In
this way, we could integrate the formal semantics of CFDs and CCs. Also, it
allows us to group CFMs based on their semantics, which guides us how they
can be constructively analyzed.

Based on this formal language interpretation of CFMs, we have provided two
kinds of semantics, called dynamic and static. The dynamic semantics of a given
model is equal to the FL of the whole model. The dynamic semantics of CFMs is
a new concept, but the static one is, indeed, equivalent to the semantics captured
in [8].

We also have characterized some existing analysis operations over CFMs in
terms of on the FL framework. This allows us to use some off-the-shelf language
tools, such as JFLAP [33], to do analysis on CFMs. Note that automated support
for analysis over CFMs were always a challenging issue. We also have investigated
the decidability problems of the introduced analysis operations for different kinds
of CFMs. We noticed that some analysis operations are not decidable in all
classes of CFMs.

10 Open Problems/Future Work

Based on the closure properties of regular languages, say closure under inter-
section, union, complement, etc., we believe that our framework is a very good
candidate for managing multiple product lines [2]. Indeed, in a forthcoming pa-
per, we will discuss how to manage FDs using the FL-framework.

The computational complexity problem of analysis operations would be a
crucial issue in implementing them for CFMs, which needs to be investigated.

In the literature, the object-constraint language (OCL) has been proposed for
expressing CCs in CFMs [9]. Our next mission is to discover the OCL-definable
languages. It can be also fruitful for the model driven engineering (MDE) area,
since the MDE community uses mainly OCL to express constraints. This way, we
can investigate the expressiveness of OCL in terms of languages. Our conjecture
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is that there should be some practical CCs that cannot be expressed in OCL.
Bellow, we provide some hints to support our conjectures.

It is well-known conjecture that, theoretically, OCL is first order logic (FOL)
plus transitivity and counting. FOL-definability leads to the class of star-free
regular languages [14]. Considering transitivity, the class of OCL-definable lan-
guages would be equal to the class of regular languages. Considering the count-
ing operation and equality, some context-free and sensitive languages are also
covered. However, not all context-free languages can be expressed using only
counting and equality. All the above conjectures need to be investigated theo-
retically.
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